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Abstract-QoS routing has been regarded as an essential
enhancing mechanism for providing differentiated QoSin
the IP networks. QoS routing needs link state updating
algorithms for acquiring accurate link state information
(e.g., available link bandwidth) to compute routes.
However, an unsuitable link state updating also brings
excess computation and communication cost so that
seriously degrades the performance of QoS routing. In
this paper, we present four link state update algorithms
for QoS routing in an Intranet, i.e, period based,
threshold based, equal class based, and unequal class
based updating. By doing extensive simulations, we
investigate and compare their impact on the performance
and cost of on-demand QoS routing in an intranet. Our
simulation results prove that QoS routing can achieve
both high performance and low cost under the careful
selection of link state updating algorithms and their
parameters.

I. INTRODUCTION

With the success of the Internet in recent yeas, today’s
Internet armed with best-effort routing is being expeded to
suppat various srvices, not only the traditional services
(e.g., email, FTP) but also the upcoming high speed and red-
time services (e.g., audio/video red-time transmission, virtual
private network). The latter services represent much different
traffic charaderistics from the former servicesin terms of bit-
rate and burst, and they require fixed assurance of Quality of
Servicein the duration of transmisson. However, the aurrent
Internet does not suppat explicit guarantees for these
services. As aresult, a need for a high performance network
emerges.

So far, grea efforts have been put forward to provide
guarantees for spedfic services or customers, e.g., Integrated
Services with the Resource Reservation Protocol and the
Differentiated Services Architedure. MultiProtocol Label
Switching is a forwarding scheme, which can be used
together with DiffServ to provide better QoS.

QoS routing computes paths that are subjed to QoS
requirements, and at the same time ams at achieving high
efficiency in network resource utilization. It has been
remgnized as an important part in the evolution d QoS
based service offerings in the Internet and more and more
attention has been attraded to the field of QoS routing. Some
reseach results [1][2][3] have pointed out its potential
benefits:

e enabling credion of virtual circuit-like servicesover IP
networks;

e improving wer satisfaction by increasing chances of
finding a path that mees the QoS requirements,

* improving retwork utilization by finding alternate paths
around congestion spats.

However, those benefits do nd come for freg a variety of
extra costs comes along: the cost of deploying QoS routing
protocol, which may include software st, operation cost
and maintenance ®<t, the mst of incurring potentialy higher
communicdion, processng and storage overheads. As a
result, one major concern fadng the deployment of QoS
routing is its feasibility that argues its benefits and its
drawbacks of increasing the overall cost. Among those added
costs, the processng cost of link state updates is regarded as
amajor cost contributor in QoS routing [4][5] and it also has
significant influence on the performance of QoS routing.
Different link state updating (L SU) agorithms have different
performance axd cost characteristics. Understanding their
spedfic behavior in different network conditions is helpful
when considering the implementation of QoS routing.

In this paper, we investigate how different LSU algorithms
impad the performance and cost of on-demand QoS routing
in an intranet by using a QoS Routing Simulator (QRS) [6].
The rest of this paper is organized as follows. In sedion I,
we first discussthe relationship between link state updating
and the performance and cost of QoS routing, then present
four LSU algorithms implemented in QRS. In sedion Il , we
present our simulation environment and simulation results.
Sedion IV is our conclusions and suggestions for future
study.

II. LINK STATE UPDATE ALGORITHMS

One basic requirement of QoS routing is tradking the
network state information so that the state information is
available to the path computation. The standard link state
protocols and dstance vector protocols update state
information periodicdly. The main disadvantage of this
approach is that it can not ensure timely propagation of
significant changes, and therefore can not ensure providing
acarrate information for path computation. ldedly, nodes
should be &leto catch the instant view of the network, which
theoreticadly could be ensured by instantly updating the state
information. But if the state information changes very quickly
from time to time, updating state information for ead change
will cause a grea burden for the network links and
routers—consuming much network bandwidth and routers
CPU cycles. One way to solve this problem is to set a
threshold to distinguish significant changes from minor
changes. And the state information updating is triggered
when a significant change occurs. Alternately, network



resources can be partitioned into ranges or classes, the state

information updating is triggered for ead class boundary

crossng. Such methods provide some cntrol on the tradeoff
between information accuracy and volume of updates.

However, periods of rapid traffic fluctuations may trigger

frequent updating and, as a result, cause transient control

overloads. To aleviate this problem, a hold-timer can be
invited to complement the threshold and the dass based
triggering methods to enforce a minimum spadng between
conseautive updates. In this paper, we study the following
four LSU agorithms: period besed (PB), threshold based

(TB), equal class based (ECB), and unequal class based

(UCB) updating.

The basic ideaof the PB algorithm is to update the whole
topdogy periodicdly. A constant timeout is st to determine
when the network states should be updated. This algorithm
provides dired control over the communication overhead, but
does not ensure timely propagation d significant changes
espedally when the timeout is assgned abig value.

Theideaof TB, ECB and UCB agorithmsis that the scope
of a node's update extends to al its incident links, that
avail able bandwidth values for all the interfaces of the node
are avertised even when the update is triggered by just one
link. It is aso in compliance with the behavior of routing
protocols sich as OSPF [7] that only generate LSUs on al
the links attached to a node. In addition, TB, ECB and UCB
attempt to trigger an update only when the arrent available
bandwidth of a link differs ggnificantly from the previoudy
advertised value.

e TB: In this agorithm, a mnstant threshold value (th) is
set. For an interfacei of a node, let bw® be the last
advertised value of avail able bandwidth, and bw® is the
current value, an update is triggered when (Jow:® -bw:®| /
bw:° )> th for bw;® > 0. For bw;® =0, an update is always
triggered. This algorithm tends to provide more detail ed
information when operating in the low available
bandwidth range ad beoomes progressvely less
acaurate for larger value of avail able bandwidth.

e ECB: In this algorithm, we set a onstant B that is used
to pertition the avail able bandwidth operating region of a
link into multiple eual size dasses: (0,B),(B,2B),
(2B,3B),...,etc. An update is triggered when the avail able
bandwidth on an interfacechanges © that it belongsto a
classthat is different from the one to which it belonged
at the time of the previous update. It has the same degree
of acauracy for al ranges of avail able bandwidth.

e« UCB: In this algorithm, we set two constants B and f
(f>1) that are used to define unequal size classes: (0,B),
(B,(f+1)B), (f+1)B, (P+f+1)B), ((FP+f+1)B,
(F+f+f+1)B),..., etc. Unlike the equal class based
agorithm, the class sizes grow geometricdly by the
fador of f. An update is triggered as before, i.e., when a
class boundary is crossed. This padlicy has fewer and
larger classes in the high avail able bandwidth operating
region and more and smaller classes when available
bandwidth is low. Consequently, it tends to provide a
more detailed and acaurate state description for the low
bandwidth region.

. SIMULATION STUDY
A. QoS Routing Simulator

We had developed a discrete-event QoS routing simulator
(QRS) from the Maryland Routing Simulator (MaRS) [8] by
adding and modifying some components for handling QoS
routing. Particularly, we implemented a QoS routing protocol
cdled QOSPF which is extended from the SPF component in
MaRS and installed four LSU algorithms described in sedion
II. We aeded a Redtime Traffic Source/'Sink comporent
that is used to generate red time traffic. QRS can be used to
investigate issues of QoS routing in the network at intra
domain level.

B. Metrics

Performance We use the average network throughput
adhieved by red-time traffic with bandwidth requirements to
represent the network performance To get the average
network throughput, we log the number of recdved padets
in red-time traffic sinks during the simulation, then cadculate
the average throughput: >;(N*L;)/t, where N is the number of
packets which are recaved by red-time traffic sinks, L is the
size of the packet, tisthe simulationtime and i represents
the type of the padket.

Cost: We use total processng time consumed by QOSPFs
during the simulation time to represent the st of QoS
routing. To get the cost of QoS routing, we log the time
consumed by QOSPF in every node during the simulation
time, and then simply cdculate the sum.

The processng time of ead action of QOSPF in a node is
set asshown in Table 1.

Tablel Costof each QOSH- adion
No | Cost(us) Action Description
1 1500 Find anext hop that can accept the required bandwidth
2 100 Ched amessage from RSV P and dedde next step
3 1500 Compute the QoS path
4 500 Update the locd topology database
5 200 Broadcast thelink state information
6 100 Broadcast a message packet
7 1000 Compute normal routing table for best effort traffic

The time cnsumed by adion 1, 3 and 7 spedfied in Table
1 should not be mnstants. In redity they are functions of the
network size For simplicity in our work, we define them to
be mnstants and thus limit the amount of programming work
and simplify the observing of the impad of LSU on QoS
routing cost.

C. Simulation Environment

We am to evaluate the performance and cost of QoS
routing under various network environments. Particularly,
we focus on a cetain period of time of operational network,
in which a number of requests are handled. By recording the
average network throughput and the cmnsumed time, we can
observe how the performance and cost changes with different
LSU algorithms with different parameter values.

We use matrix topdogies (Fig. 1) and ISP topdogy (Fig.
2) to simulate QoS routing. In al topologies, al link
propagation delays are 1 millisecond, all li nks are symmetric



and have the same bandwidth of 6Mb/s, and all nodes have
adequate buffer space for buffering padets awaiting
processng and forwarding. Besides, none of the links fail
during simulation.
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Fig.1  Matrix topologies

Fig. 2

ISPtopology

We use different algorithms as described in section Il and
combinations of the LSU algorithms with a hold-timers. The
routing algorithm used in al simulations is the lowest cost
agorithm [6], the link cost is cdculated by a hop-normalized
delay cost function [8].

Red-time traffic (RT) is modeled in terms of requests for
setting Y connedions with spedfic bandwidth requirements.
A request is charaderized by its source destination,
requested bandwidth, adive period (ON), inadive period
(OFP), etc. [9].

We use simple traffic (ST), FTP and Telnet to model
traffic without resource reservation requirements as the
badkground traffic as oppeed to RT. Badkground traffic is
installed to be able to fill al incident links of the mncerned
nodes when thereisno RT.

All simulations run 100 seconds.

D. Simulations in Matrix networks

For ead matrix topdogy in Fig. 1, we install 27 RT pairs
between the diagonal nodes (black nodes). All pairs have the
same source ad destination. Each flow rate is st to 05
Mb/s. The ONs and OFFs of flows are randomly set to a
value from 0.1sto 0.3s. Then the average workload of the RT
pairsin the network is about 7Mb/s.

We show the simulation results in Fig. 3 and Fig. 4. The
results show that no matter which kind of LSU algorithm is
used, the st of QoS routing increases rapidly along with the
increase of network size The result also show that the way of
different LSU algorithms effecting on performance and cost
differ with network size For example, from Fig. 3 and Fig. 4,
we can see that when retwork size is 2*2 and 3*3, PB
(100ms) involved simulation provides the best result with

least cost and best performance @mparing with other three
agorithms. However when network size reades 4*4, 5*5,
neither best performance nor least cost is produced by PB, in
particular, it is the most expensive one under size 5*5.

8

75 —m=— PB/100ms

7 TBI20%
6.5

ECB/10%

—x— UCB/10%/2
6 \k
55

5
4.5
4

Throughput (Mb/s)

2+2 3*3 444 55
network size
Fig. 3  Performancein matrix topologies under different LSU algorithms
250
200 —m— PB/100ms =
. TB/I20%
£ 150 ECB/10%
g —%— UCB/10%/2
O 100
50
0
2*2 33 44 55
network size
Fig.4  Cost in matrix topologies under different LSU algorithms

Another phenomenon of interest to us is that even though
the st increases with network size growing in all
simulations, the degreeof network sizeimpad is sgnificantly
different with different algorithms. Fig. 4 shows TB/20%
involved simulation presents the modest curve , which means
that comparing with other three agorithms, TB/20% is least
sensitive to network size under the simulation environment
we set.

Moreover, the results show that the performance generally
has a modestly deaeasing trend with network size increasing.
A spedad case is from UCB involved simulation from which
the best performance result is under network size 2*2, then
5*5, 4*4, the worst one is under the size 3*3. We reped the
simulation several times with UCB algorithm, but the results
we get are dways different. At this dage, we regard that this
presents the complexity of UCB which is operated by two
variables B and f instead of only one & in other algorithms.
Further study is needed in order to get more knowledge of the
charaderistics of this algorithm.

E. Simulations in ISP network

In the ISP network as shown in Fig. 2, we configure: 7 RT
pairs from node 1 to ead of the nodes: 10, 11, 12; 7 RT pairs
from node 2 to ead of the nodes: 10, 11, 12; 7 RT pairs from
node 3 to ead of the nodes: 10, 11, 12. Totaly there ae 63
RT pairs. From the I SP network, we @an seethat the minimal
cut (7-8, 7-10, 6-10, 5-12 and 13-12) has five links with the
total cgpadty of 30Mb/s(5x6Mb/s). Obvioudy, the total
network throughput achieved by RT should be & most
30Mb/s.



All RT pairs ONs and OFFs are set randomly from 1s to
3s and 0.1s to 0.3s respedively. If arequest of connedion
setup fails, it will re-request after 100ms. We mnstruct two
different traffic models. One is cdled uniform traffic (UT)
model in which al RT pairs have the same flow rate, the
other one is cdled non-uniform traffic (NT) model in which
not all RT pairs have the same flow rate. For the UT, the
workload of every red-time traffic flow is st to be 0.5Mbps.
The average total workload is about 27Mb/s. For the NT, the
workload o each red-time traffic flow is distributed
randomly from 0.1Mbps to 3Mpbs. The average tota
workload is about 28Mb/s.

We reped the simulation with different LSU algorithms
and sort the resultsinto a dhart.

1. Simulation results under different PB values
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The results recorded in Fig. 5 and Fig. 6 show that small
PB values (e.g.,10ms and 50ms) lead to bad performance and
high cost. This is because the small PB values leal to high
frequency of LSU which directly leads to a high cost. On the
other hand due to the propagation delay of broadcasting LSU
information, the high frequency of LSUs causes the state
information to become unstable for path computation, which
can be the reason of bad performance

However, referring to Fig. 5, with a suitable PB value
(100ms), the performance is almost perfed and achieves the
average rate of RTs. Furthermore, the QoS routing cost drops
significantly with the increased PB values (e.g., from 100ms
to 400ms) while the performance drops smoothly. Further
increase of the PB value (e.g., from 400ms to 1000ns) causes
both cost and performanceto drop smocthly.

Fig. 6

2. Simulation results under different TB values

Fig. 7 and Fig. 8 show that with the TB algorithm, different
traffic models result in different performance and cost. The
cost in UT ishigher thanin NT, but there is no exad pattern
to compare their performance diff erences.

Under bath UT and NT models, the st drops sarply with
the increase of the TB value, but the best performance on the
other hand is not associated with the highest cost, it happens
when 20% change is considered significant in the avail able
bandwidth (20% TB).
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We dso dd the simulations with different ECB values, i.e.,
5%, 10%, 20%, 25% 50% 100% 200%. The results are
similar to the aove results shown in Fig. 7 and Fig. 8. But
the best performance is only 23Mb/s, lessthan 27Mb/s- the
performance by using TB with the value of 20%.

3. Simulation results under different 20% TB hold-timers
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Fig. 9 and Fig. 10 imply that with 209%TB algorithm, the
hold timer value has grea influence on cost, but minor
impad on performance With the increase of hold-timer
value, the cost drops sarply under bath NT and UT models.
This result refleds the role of hold-timer in the cst of QoS
routing.

4. Simulation results under different UCB values
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Fig. 11 and Fig. 12 show that with the UCB agorithm,
changing the values of B and f, both the performance and
cost show irregular changes. We regard that this $hows again
the omplexity of the UCB algorithm with two controlling
parameters.

By further comparing the UCB with the TB, we ohserve a
similar performance result. (For example the performance
with TB 20% in Fig. 7 and UCB 10%/3 in Fig. 11), but the
cost produced by UCB is much lower than the cost produced
by TB (Fig. 8 and Fig. 12). This implies that UCB with two
controlling variables is more flexible than TB with only one
adjustable fador. We deduce that with the optimum B and f
values, UCB will posshly be aleto achieve the best result in
performance and cost combination comparing with other
agorithms. But more study is needed before we could make a
more wnvincing conclusion.

From the aove four simulation results, we find the best
performance of QoS routing aciieved with eat LSU
agorithm is above 25Mb/s. Sincethe cgadty of ead linkis
6Mb/s, so this result means that at least 5 paths are used to
transport red-time traffic simultaneously during the
simulations. By analyzing the | SP network, we ae @nvinced
that this result can not be adieved by a best effort routing
scheme.

IV. CONCLUSIONS

In this paper, we presented a preliminary simulation-based
study of the influence of link state updating on the
performance and cost of QoS routing. As results, we found:

* Theimpad of network size on the performance and cost
vary with different LSU agorithms;

* In PB, the st is reduced with the increase of the PB
value. Both very small and very big PB values can result
in bad performance

* In TB, the st is reduced with the incresse of the
threshold value; both small and hig threshold values can
result in bad performance

* In UCB, the performance and cost are dfeded by two
variables, by setting suitable values, this algorithm can
produce agood combination of performance and cost;

» QoSrouting cost can be reduced by using the hold-timer.

These results could be useful when considering the
implementation of QoS routing in the Internet in which
different network domains may use different LSU algorithms
acording to the spedfic charaderistics of traffic travelling
onit.

For further study, more simulations with different network
topdogies and traffic models that are doser to the real
situation are neeaded. In addition, new LSU algorithms are
encouraged.
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